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Modelling has its enthusiasts… and sometimes detractors 

Caroline, w
hat 

you have to 

understa
nd is 

…. 

A scientist using models to explore
the consequences of assumptions

An expert whose main area of interest 
is not emphasized in the model



Meanings of the word “model” vary 

● A physical object -- a material model (e.g. a model of a skeleton, 
a model organism) 

● A fictional object -- like Sherlock Holmes (e.g. the Bohr model of 
the atom, a frictionless pendulum, a Wright-Fisher population) 

● (philosophy of science: set-theoretic structures) 

● A “stylized description of a target system” (Achinstein 1968; 
Black 1962); an analogy (usually to a simpler, formalized system).

This is probably the concept we all share as “a model”. 

● Here, I focus on mechanistic, mathematical models

Some “models”



What do models offer? 

Two extreme (and surprisingly frequently encountered) views: 

Look, it has time on the x axis. 
Models can predict the future! 

Models are nothing but a fun little 
game you play in your computer. 
They aren’t useful for anything. 



Is a model “a theory”? 

A model is not exactly the same thing as a theory.

● The same theory could admit many different models.
● Often one model cannot embody all of “a theory”. 

But models can be essential elements of a theory, and a suite of models may 
comprise a theory. 

Why do we want a theory? (very brief!)

● A theory helps us understand a system, explain phenomena, reason about 
a system, extrapolate to new circumstances, make predictions for the 
future, categorize phenomena, generalize to new systems, identify systems 
that share an essential feature, design new systems… and many more. 



The many uses 
of modelling

Build 
new 

theory



Questions for the audience

1. Could there be a (good, useful) model that cannot make a prediction for 
any specific system? 

2. Could there be a (good, useful) model that does not need any data? 
(not necessarily in a formal model fitting sense)

3. Does a useful model have to have relevance for some specific system? 
(and if so, what the notion of relevance?) 



“A theory”: some well-known uses of models 

Statistical modelling; Quantitative prediction; Scenario modelling

Classic view of (mechanistic) modelling:

● Develop a model that captures the key aspects of a system 

● Parameterize the model with data

● Test and validate the model with more data 
○ does it capture what we know already?

○ does it predict the present given only data about the past up to some time ago? 

● Use the model

○ forecast given the current state 
○ explore scenarios about the impact of policies or circumstances
○ quantify uncertainty



Not just a theory: lesser-known uses of models 

● Evidence synthesis 
○ Models bring disparate data together, producing a unified system that can be 

interrogated in a way that is consistent with many different pieces of information

● Proof of Concept: 
○ models test verbal hypotheses. Models can help to fully formulate and specify a 

theory, so that the theory can be interrogated. (Servedio et al, PLOS Biol, below) 

● Qualitative Exploration 
○ Models identify consequences of a (generic) phenomenon: what might we expect 

as a “baseline”. 

● Conceptual Connection
○ Formal similarities reveal connections between very disparate systems



Modelling can be a form of evidence synthesis

Population data: testing; 
contact patterns. This 
includes international data 

Contact tracing data: 
contact pairs and 
transmission links

Virology: viral load, immunity; 
duration of infectiousness, 
vaccine effectiveness

Sequencing surveillance data: rise of 
VOC strains with high transmission. 
Includes international data.

Epidemiological data: who 
is getting infected, how 
quickly? Vaccination data.   

2021: rise of high-transmission variants (B.1.1.7) 



FAMOUS COVID-19 OUTBREAKS 



A SIMPLE MODEL FOR EVENT TRANSMISSION 

The following very simple model synthesizes data about event durations, contact patterns 

during events and transmission probability (if we had it). 

Consider an event that lasts a total time 𝑇. 

● If an infectious individual attends and is in contact with a single susceptible 

individual for a time 𝜏 with a constant per unit time probability of transmission 𝛽, 

then the probability that the susceptible individual becomes infected is (1−𝑒−𝛽𝜏).
● If they contact k others, the expected number of new infections is k (1−𝑒−𝛽𝜏). 
● If they mix around and contact 𝑇/𝜏 groups of k people, the expected number is 



Reducing transmission

We can reduce R
event

  by changing: 

- the crowding (k): reduce capacity or density 
- the level of “mixing” 𝑇/𝜏 : use “social 

bubbles”; people circulate less. In the model 
this means increasing 𝜏 . 𝜏 occurs twice in 
the equation. 

- the duration of the event
- the per-person, per-unit-time, transmission 

rate: e.g. with masking

Low 𝛽: linear regime. 

Distancing and lowering
transmission are better
than reducing mixing.

High 𝛽: saturating regime

Groups change over every 4 
hours. 
Saturation: strict bubbling is 
better. .

If we know beta we can decide what’s more effective



Living evidence synthesis

(not model-based in general) 

People do systematic literature 
searches and summaries.

Evidence is assessed for quality. 

Results are tabulated and 
summarized. 

But what does it mean in 
context? 



Modelling and living evidence synthesis 

Evidence synthesis: 
vaccine efficacy 
against infection, long 
COVID (PASC), severe 
disease. 

Other data informs 
model: partial 
immunity, duration, 
transmissibility, VOC 
emergence

Model can: 
Help interpret living 
evidence synthesis: 
what does this 
collection of evidence 
mean for a question?
 
Help direct living 
evidence synthesis: 
what do we most 
need to know? 



Proof of concept models

● Proof of concept models test verbal hypotheses, or verbal theories. 

● Parallel to “model systems” in a laboratory: modelling is a form of experimenting

● Do these models need “validation” or to be “tested against data”? They are the test.

● But they do need “validation”: are they well set up to test the verbal hypotheses? 

https://journals.plos.org/plosbiology/article?id=10.1371/journal.pbio.1002017 

https://journals.plos.org/plosbiology/article?id=10.1371/journal.pbio.1002017


A proof (actually a test) of concept modelling story

Hamilton (JTB 1964) argued that interactions with kin 
could favour altruistic behaviour. Limited spatial 
dispersal could increase the probability of interacting 
(mostly, more) with kin. Therefore population 
“viscosity” could favour the evolution of altruism. 

Summarized from Servedio et al 

Taylor (Evol. Ecol. 1992) used a simple mathematical model to try this out. But the 
costs of competition with kin counteract the benefit of interacting with them 
(altruistically). 

Kin competition, life history, time of dispersal are all relevant. 

Hamilton’s original verbal model is not sufficient. 

https://journals.plos.org/plosbiology/article?id=10.1371/journal.pbio.1002017


Models as qualitative exploration

● Infectious disease on a network with a scale-free (power law) degree distribution: 

no matter how low the transmission rate, the infection is not eliminated. 

● Contrast to the SIR++ suite of epidemic models: they have a basic reproduction 

number R0; usually if R0 < 1 the infection cannot spread. 

● Great paper as a qualitative exploration. It is not a prediction for any specific 

system. It is not a proof of concept (it does not test a verbal hypothesis). 

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.90.028701 

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.90.028701


“Null” or “neutral” models

Null models are often both proof-of-concept models and qualitative 
exploration models.

They ask: what would we see if nothing interesting is happening? 

They provide a scaffold for interpreting observations, and for adding 
complexity -- a bland starting point, to which we can add spice. 

Wright-Fisher model: Constant population. Each generation is created 
by sampling the previous one uniformly with replacement. No 
selection, no mutation, no migration, random mating -- simple! 

Coalescent theory: what do genealogical trees look like in this model 
(and many that reduce to it)?



Models can find and formalize conceptual connections

A physics example: the harmonic oscillator. 

Describes electricity, pendulum, springs, motion in space, 
oscillatory dynamics in cells. 

Knowledge of the mechanisms that can cause oscillations 
helps to theorize about oscillating population dynamics, 
evolution and more. 

Contrasts with “test-of-concept” modelling where a model 
can’t, or typically doesn’t, produce a phenomenon.

Here, if a model does produce a phenomenon, generically, 
that might help us understand conceptual connections. 



The power law 

Same quantitative pattern, many diverse 
phenomena: contact patterns, city sizes, forest fire 
sizes, etc. 

Can be obtained mechanistically e.g. by preferential 
attachment: more popular cities attract more people; 
more abundant family names have more 
descendants

Barabasi & Albert’s growth model of a random graph: 
probability to attach to a node is proportional to the 
node’s degree. 

A useful null model: does not require any special 
property of the high-degree nodes, large cities. 

Newman 2005



Not even a theory (the  controversial part) 

There is a large volume of modelling work that does not do any of the 
functions of modelling. 

It lands in a “un-useful valley” -- not new mathematics (ie not of utility to 
mathematicians; not new mathematical ideas) and not a useful 
contribution to science

Why? 

● It’s fun to play with models. We like models. 
● Publication incentives 
● Poor understanding of how modelling can be good science (and how 

to articulate why it’s good science)
● Poor understanding of how modelling can fail to be good science





● The authors reviewed and implemented 312 published TB 
transmission models.

● Key parameters are not known, so models make 
assumptions. Results are all over the map. 

● Model results are strongly shaped by these assumptions (ie, 
putting in the answers, not getting them out!) 

● Menzies et al said it’s likely that “a substantial proportion of 
models adopted assumptions that were incorrect”

● It matters for policy questions: downstream impact on 
estimates of the likely benefits of different policies, or the 
costs. 

Models’ predicted annual risk of 
active TB infection, per 1000. 





Not even a theory: Problem 1

Models may answer irrelevant questions

● focus on properties of models (great, 
if those are of interest to 
mathematicians, but this is rare)

● poor analogy to the world → low 
generalizability to the world and 
poor utility for further theory

● risk erroneous conclusions

● lack of humility: over-interpretation 
of the scope/relevance of the model: 
this happens in my model, so it must 
happen in the world!



Too much belief in models: COVID-19 virulence

● There is a large literature on the evolution of virulence 
(infection-induced mortality). Many models assume a trade-off 
between transmission and virulence (e.g. Anderson and May, 1982; 
Frank, 1996; Alizon et al. 2009).

● People assumed that as COVID-19 became more transmissible it 
would also become more mild.

● But severity increased: first with alpha, then with delta (among 
others). 

● There is little selection on severity for SARS-CoV-2. Severity can go 
either way. We were lucky with omicron. 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4873896/#ref13
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4873896/#ref83
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4873896/#ref7


Too much confidence - COVID without evolution?!

281 year Lavine et al, Science, 2021

-- Canada (PHAC)

Modelling without evolution predicted milder and milder disease following re-exposures

10 years

https://www.science.org/doi/10.1126/science.abe6522


Not even a theory: Problem 2 

The model is not correctly set up to ask a 
relevant question or test a hypothesis

● underlying data insufficient to constrain 
models

● models need strong assumptions; these 
determine answers to questions

● assumptions may be subtle; not readily 
examined - particularly a problem in 
large, complex models 

● lack of humility: erroneous results, or 
results that depend almost entirely on 
ad hoc assumptions



Not-even-a-theory models can do harm 

● People see (high volumes of) weak or irrelevant models and 

disengage, or don’t engage in the first place 

● This limits models’ ability to do what models are good at!

● It reduces motivation to:
○ gather data to inform models

○ share data with modellers

○ collaborate with modellers

● It gives credibility and talking points to people who are 

skeptical of models, or anti-modelling, or sometimes even 

anti-science! 



Lack of 

clarity 

about 

model 

function

high volumes of 

unuseful-valley 

modelling

tenure 

committees, 

funders, 

collaborators 

and end 

users reject 

really good 

science



Models are irre
levant. 

They aren’t c
rystal balls. 

We don’t n
eed them.  

We can do what w
e’ve 

always done.

I already know what to
 

do. 



Questions for discussion

1. Could there be a (good, useful) model that cannot make a prediction for 

any specific system? 

2. Could there be a (good, useful) model that does not need any data? 

(not necessarily in a formal model fitting sense)

3. Does a useful model have to have relevance for some specific system? 

(and if so, what the notion of relevance?) 

4. As modellers, how can we avoid pitfalls of modelling and the resulting 

harms? 



Suggestions
“Good modelling” guidance? 

● “Models must be created in consultation with stakeholders” -- no
● “Models must be fit to data” -- no
● “Model predictions must be tested against data” -- no 
● “Models must include all relevant groups and processes” -- no

The problem: often guidance is rooted in the “scenario projection” function only. 

Alternatives ideas: 

● Think about what information informs the model (even if not “fit to data”!). 
● Articulate why the model is a good analogy, and what its limitations are. 
● Is the work proof-of-concept modelling? A null model? A qualitative exploration? 

An evidence synthesis? 
● If so, what phenomenon or exploration? Why is it important? How can a model 

help? How does the model avoid assuming the answers to the questions being 
asked? What else needs to be done before it’s reliable, beyond modelling? 



Concluding remarks

● Modelling’s many purposes are often poorly understood by those who need to 
know (tenure committees, policy-makers, funders, data controllers, sometimes 
even researchers ourselves)

● Modelling isn’t always good science. There is an “un-useful valley” out there.

● Modelling played a huge role in the pandemic. “Rt” was a household phrase… 

● We can articulate the use for a particular model, with reference to models’ 
distinct functions. 

● We can articulate how models are informed by data, why a model is a good 
analogy for the world, and how (strongly) it is relevant.

● We should think clearly about how and why our model is good science, and 
communicate that to our audiences. 



Thank you

Ted Cohen, Yale University, TB epidemiologist

Jennifer McNichol, SFU, PhD student, 

cartoonist 

Maud Menten Institute -- thank you for 

having me!  

The new Society for Modelling in Theoretical 

Population Biology

Photo from a BIRS meeting where I 
gave an shorter version of this talk 


